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Figures

1. A COSMIC satellite pass over the Athens digisonde on December 21, 2006. The blue 3
symbols show radial projections of the ray path tangent points. The red star indicates the station
location.

2. Athens ionograms recorded during the occultation on December 21, 2006 at 0800 UT 4
and 0815 UT.

3. Comparison of the digisonde and COSMIC RO profiles for Athens. The plots show the 5
electron density (top figure) and plasma frequency (bottom) as a function of height.

4. Comparison of the Ascension Island profiles derived from digisonde and COSMIC RO 6
measurements (plots on the left) obtained on December 20, 2006. On the right is the
measured ionogram demonstrating spread F conditions.

5. Comparison of the Kwajalein Island profiles obtained from digisonde and COSMIC RO 7
measurements on December 21, 2006.

6. RO tangent points (blue) near Zhigansk and Yakutsk digisonde stations on 8
December 21, 2006

7. RO measurements on December 21, 2006 in the vicinity of Zhigansk and Yakutsk 8
digisonde stations.

8. Comparison of foF2 values deduced from simultaneous digisonde and RO measurements. 9

9. Point-by-point uncertainty of the ARTIST electron density profile is obtained by 10
Calculating inner and outer boundaries enclosing the profile. Both boundaries rest on five anchor
points whose uncertainties are known from statistical analysis of manually evaluated differences
between automatically and manually scaled values.

10. A digisonde ionogram recorded during severe spread F conditions in Jicamarca, Peru (left). 12
If multiple echoes are resolved and presented as individual edgels (right), the trace extraction
algorithm is overwhelmed with numerous possibilities of grouping edgels to traces.

11. Cumulative difference function of the absolute lautoscaled-manuall differences for a rapid 13
evaluation of ARTIST uncertainty. ARTIST-5 reports of foF2 for Grahamstown have 0.15 MHz
uncertainty at 95% level.
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12. Uncertainty bounds for foF2 derived from the frequency histogram of (ARTIST-manual) 14
differences for Boulder Digisonde 256 ionograms. For 12,612 ionograms scaled with confidence
(87% of total 14,501 ionograms), the uncertainty bounds at 5% percentile are
-0.25 and +0.35 MHz.

13. Availability of manually interpreted data for the Boulder Digisonde station. The plot 15
shows foF2 for every processed ionogram for years 2004-2006.

14. ARTIST 4.5 uncertainty calculated for the winter and summer time for Boulder digisonde. 16
Plots show foF2 cumulative differences calculated for nighttime (black) and daytime (red)
ionograms for each period.

15. Uncertainty of foF2 autoscaled value for Gakona, AL digisonde as a function of 16
automatically detected level of spread F conditions. Comparison of ARTIST 5.0.2-b7 results for
5474 manually scaled ionograms during the 2002-2006 period.

16. Cumulative difference characteristics for Boulder 2004 ionograms. This figure compares 17
the results obtained with ARTIST5.0 left) and ARTIST4.5 (right). Numerical values for foF2,
foFl, and foE scaling uncertainties (calculated at 95% level) are listed as well.

17. Calculated profile uncertainty boundaries shown in the SAO Explorer. 20

18. Distribution of virtual heights during one sounding made on 14 September 2006 at 26
1422 UT. A majority of the calculated heights are concentrated within a single statistical range
bin at 107.5±0.5 km.

19. Daily E region precision group heights at Millstone Hill as function of time. The 27
horizontal axes represent time (Universal Time), and the vertical axes represent virtual
height (Iam). Dashed circles highlight significant decreases in E layer virtual heights and
the black arrows point to hook-shaped disturbances.

20. Average daily variations of the h'E obtained from the 20 days of September. Vertical 28
error bars indicate the standard deviation obtained at a given time.

21. Daily pattern of the vertical velocity data from the Ebro digisonde for December 2004. 30
The 15 minute median values of Vz are shown as gray dots. The vertical error bars indicate the
range of 80% of Vz values for each given time. The solid line represents the daily pattern
calculated as a sum of the primary diurnal harmonics. The vertical dashed lines indicate the
sunset (SS) and sunrise (SR) above the station at an altitude of 300 km.

22. Seasonal variations of the amplitudes (left) and phases (right) of the daily pattern of the 31
Vz in the F region. The top plots show the diurnal component, the middle and bottom ones
correspond to the semidiurnal and terdiumal component, respectively.

23. The left panel shows the seasonal variation of the phase of the semidiurnal harmonic 31
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(full line with full dots), the time of the minimum values of the daily pattern of Vz (dashed line
with open squares) and the sunrise time at 300 km height (full line with open circles). The right
panel shows the scatter plot of the semidiurnal phase against the sunrise time for a given month.
Solid line is the best linear fit with the correlation coefficient indicated.

24. Monthly averaged east-west drift velocity data measured at Jicamarca station in 2006. 33

25. Amplitude spectra of the east-west plasma velocity measured at Jicamarca in 2006. 34
Bottom axis shows the frequency in pHz while the top axis shows the corresponding time
periods in hours.

26. Geomagnetic storm of 24 August 2005. The top panel shows SYM-H index variations, 37
and the next panels show the solar wind plasma density, plasma speed, and the last two
panels show thw interplanetary magnetic field components. The solar wind and IMF data
were taken using the ACE satellite and were shifted by 40 minutes to account for the position of
the satellite.

27. Electron density profile variations as a function of time for the listed European stations 38
(see Table 5). The right panel shows storm day (August 24, 2005) data, while the left panel
shows the quiet day average data. Electron density is presented in terms of equivalent plasma
frequency (color bar). Sunrise and sunset times are indicated for the Ebro station with red and
black circles correspondingly.

28. Variation of foF2 and hmF2 layer parameters on 24 August 2005 compared to the quiet 39
day averages (black curves). Top panel shows DST index.

29. American sector data for 24 August 2005 storm. Plots show variations of foF2 (left) and 40
hmF2 (right) as compared to the quiet day averages (black curves).

30. Difference between hmF2 values measured on the event day and the quite day average as 41
a function of time after storm commencement.

31. August 24, 2005 storm. Color scale shows the energy input determined from radar and 43
DMSP satellite measurement. These data are taken from OVATION database. The
locations of selected digisonde stations as well as Bjornoya magnetic observatory are
shown in the plot.

32. Variations of the AhmF2 (black) and AfoF2 (blue) parameters measured in the European 44
sector. The increase in the electron density lags height increases at all stations. A vertical line
indicates the storm commencement time (SST). The sloping lines connect the starts of the
increases in hmF2 (black line) and foF2 (blue line).

33. Number of amplitude measurements used to determine the average PrGTGR as a function 46
of sounding frequency.
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1. INTRODUCTION

This research contributes in critical areas toward the goals of(1) ionospheric effects on DoD
systems research and (2) ionospheric research technology.

Based on the proposal submitted to the Air Force, this year's efforts, as described in this
report, involve support to the ionospheric specification objectives of the Air Force Research
Laboratory (AFRL). The University of Massachusetts Lowell Center for Atmospheric Research
(UMLCAR) has taken an approach that addresses the specification of ionospheric parameters on
a global scale; a goal that is particularly facilitated using the digisonde system pioneered by
UMLCAR. Global ionospheric modeling is a major part of space weather forecasting and global
communications progress, and our support for these goals is presented here. Use of the
ubiquitous digisonde offers the best tool for real time ionospheric assimilative modeling as well
as support to other systems that require verification and validation. A significant part of our
research effort was providing the necessary validation of other methods of ionospheric
specification by using the digisonde measurements as the "truth" against which the performance
of other systems was compared. These include cooperation with groups making ionospheric
radio occultation and tomography, and UV measurements (Sections 2, 4, and 10). The Center is
also evaluating the digisonde drift measurements against incoherent scatter radar plasma drift
measurements (Section 6). The second major research concentration in this report involves the
development of techniques that expand global ionospheric specification (Sections 3, 5, and 8).
These cover the areas of digisonde profile uncertainty, improved ionogram virtual height
measurements, and using digisondes to carry out routine measurements of the absorption of HF
radio waves with the aim of predicting system outages with improved sensitvity.

Finally, this report presents the study of the effects of geomagnetic storms on the structure of
the ionosphere over a wide range of latitudes and longitudes (Section 7), again, addressing the
goals of global modeling.

2. COMPARISON OF THE IONOSPHERIC PROFILES DERIVED USING A RADIO
OCCULTATION TECHNIQUE TO THE DIGISONDE DATA

2.1 Introduction

The development of global ionospheric models in the frame of the "space weather" concept
presents the challenge of establishing a global observing network for monitoring the Earth's
ionosphere. One promising technique suitable for establishing a foundation for such an ambitious
project is the radio occultation (RO) method that allows reconstructing ionospheric density
profiles over a large altitude range and has the natural advantage of making measurements on a
global scale. Of course, a significant number of satellites is needed to provide adequate coverage
of the global ionosphere but, with advances in space technology, this could eventually be
achievable at a reasonable cost. At the present stage of development and testing of the RO
method for the ionosphere sensing, it is most important to verify the accuracy of these
measurements using an established ionospheric technique. Over the past year, we have worked
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on the verification of the RO measurements made on the COSMIC satellites by using ground-
based digisonde profile measurements at various locations. Our results are reported here.

2.2 Data Collection

The COSMIC/FORMOSAT-3 (Constellation Observing System for Meteorology,
Ionosphere, and Climate, and Taiwan's Formosa Satellite Mission #3) is a joint Taiwan-U.S
program. The project was launched in December of 2005, and is expected to continue providing
data for five years. The COSMIC/FORMOSAT-3 program consists of the six spacecraft, each
with three instruments, including a GPS RO receiver, an ionospheric photometer, and a tri-band
beacon. The mission is aimed at space weather and climate research and forecasting, as well as
geodesy and gravity research.

On 20-21 December 2006, a joint multi-instrument campaign was carried out in support of
the COSMICFORMOSAT mission. One of the primary objectives of this campaign was to
validate the electron density profiles determined using the radio occultation technique. Among
the instruments participating in the campaign were 40 digisondes distributed around the globe.
From December 19 until December 22, 2006, most of the digisonde stations in this program
increased their measurement cadence to 5 minutes. All collected data were archived in the
Digital Ionogram Database (http://ulcar.uml.edu/DIDBase/), and the World Data Centers
archived the auto-scaled characteristics and profiles, making these data available to the scientific
community.

Our aim was to establish under what conditions the RO technique is able to correctly derive
the F2 layer profiles, especially, the peak characteristics foF2 and hmF2, as well as the E layer
characteristics foE and hmE, and what are the typical errors. In cases of good agreement of the
F2 peak characteristics, the shapes of the bottom and topside profiles were compared. We started
the comparison by preparing a list of times where RO profiles over or near Digisonde stations
were expected. For these times, the digisonde autoscalings were manually edited and the edited
data were added to the DIDBase archive. We have processed about 70% of the predicted cases
for the December 20-21, 2006, campaign. Unfortunately, not all the predicted satellite
occultations produced successful electron density profiles, especially at high latitude and
equatorial regions. Thus, we were able to collect only 25 simultaneous measurements for which
both digisonde and RO profiles existed.

To be exact, the RO density profile does not represent an actual vertical profile for the
tangent point, but rather an average density profile representative for the ray path tangent points.
The assumption of local spherical symmetry of the density distribution in a large region (up to a
few thousand kilometers) is used in order to retrieve the vertical profiles. The size of the region
for which this assumption was applied is characterized by a smear parameter, which is the
horizontal distance between the top and bottom tangent points of the measurements. In the
December 2006 campaign, for the observations of interest, smear factors varied from several
hundred to a few thousand kilometers. The next section summarizes the results of the
comparisons.
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2.3 Data Analysis

The first example used the occultation measurements from 0758 UT to 0815 UT on 21
December 2006 made near the Athens DPS-4 digisonde station (38.00 N; 23.5' E). In Figure 1,
the radial projections, onto the Earth's surface, of the RO tangent points are plotted in blue; the
station location is indicated by the red star. For this observation, the COSMIC RO
measurements were made close to the digisonde location, with a moderately large RO smear
parameter of about 1010 km.

21 December 2006, 0758-0815 UT
80.

70-
60.

S50-

0 20 40 60 80

GEO Longitude

Figure 1. A COSMIC satellite pass over the Athens digisonde on December 21, 2006. The
blue symbols show radial projections of the ray path tangent points. The red star indicates
the station location.

Figure 2 presents the ionograms recorded at 0800 UT (10 LT) and 0815 UT. It usually takes
about three minutes to complete an ionogram scan so, more precisely, the ionograms presented
cover the periods 0800-0803 UT and 0815-0818 UT, respectively. These are very clean early
morning ionograms with unambiguous F traces and well-defined F layer critical frequencies,
foF2. No E layer trace is visible because of poor signal-to-noise conditions in the lower
frequency range at the Athen's site. These plots also show the derived electron density profiles
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(black curves), i.e., the plasma frequency as a function of true height calculated from the
ionogram. In cases when no E-layer traces were visible, the E region at about 100 km was
modeled. The topside F layer profiles were approximated by an a -Chapman function [Reinisch
and Huang, 2001].

7W-_ _ _ _ _ _

em)- 0806UT (1000 LT) I :0815 UT(1015 LT)

E 3
3M0. "3MO

15D m
1W -" 10_

Frequency [MHz] Frequency [MHz]

Figure 2. Athens ionograms recorded during the occultation on December 21, 2006, at
0800 UT and 0815 UT.

Figure 3 compares the digisonde profiles for Athens with the COSMIC RO profiles. The two
ionograms used for this comparison bracketed the time of the RO observation, and the measured
foF2 value increased only slightly from 5.55 MHz at 0800 UT to 5.75 MHz at 0815 UT. The
plots in Figure 3 show the vertical profiles of electron density (top) and plasma frequency
(bottom).

4



December 21, 2006

600- , Athens DPS 0800 UT
'._ Athens DPS 0815 UT

RO proffle

400-

-E300-
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200-

100-
103 104 105
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500 ' Athem DPS 0800 UT5o0 -" , \I - Affie ns DPS 0815 UT

E 400-
-

._ 300-

200- -

100-1
0.0 0.5 1.0 1.5 2.0 2.5 3.0 35 4.0 4'.5 5.0 5'.5 6'.0

Frequency [MHz]
Occultation: 0758-0815 UTC
lonograms: 0800, 0815 UTC

Figure 3. Comparison of the digisonde and COSMIC RO profiles for Athens. The plots
show the electron density (top figure) and plasma frequency (bottom) as a function of
height.

Overall, the RO profile is in reasonable agreement with the digisonde profile, although the
RO peak density is somewhat smaller than the measured digisonde values. The RO measurement
of foF2 was -0.25 MHz smaller than the digisonde measurement made at 0800 UT and
-0.45 MHz smaller than digisonde foF2 measurement at 0815 UT. The lower part of the RO F2
profile is in very good agreement with the F2 digisonde profile. The digisonde E region profile is
modeled (essentially using the IRI model), so no comparison should be made. Directly above the
F2 peak, the RO profile is slightly thinner than the digisonde profile, and the opposite is true
above 350 km. It has been shown that the topside a -Chapman profile is accurate only for the
first -200 km above hmF2 [Reinisch et al., 2007; McNamara et al., 2007], so comparisons above

5



this height are not meaningful. For this particular measurement, the RO profile shows a
reasonably close agreement with the measured Ne profile over Athens.

To assess the RO performance for the low latitude ionosphere, a comparison was made with
the digisonde measurements at Ascension Island (7.90 S; 345.60 E). Figure 4 shows the RO and
digisonde profiles for December 20, 2006, at 2330 UT (2230 LT) on the left side, and the
measured nighttime ionogram on the right. The range and frequency spread in the ionogram,
typical for nighttime at this equatorial anomaly station, indicates small- and medium-scale
irregularities in the F region. However, the local foF2 value was reasonably accurately measured
as 8.5-0.3 MHz. The RO tangent point projection passed directly over the station and the smear
length was about 1000 km.

December 20, 2006

600-

Ascension Is. nG____ ___
510 RO profile 7W 3. i 3 1A"C "S.i o W

400. .~~~~~j .. ....I....i...

*300;

200 E A.....'..... .. =

100 421 ..... V7 . ..
4 2 0 30 .0 J

Frequency4[MHz1 2 3 4 5 6 8 9 10

O 0uNoa[1c: 2319-2340 UTC

Ionagram: 2330 UTC Frequency [MHz] Fi
Figure 4. Comparison of the Ascension Island prof'des derived from digisonde and

COSMIC RO measurements (plots on the left) obtained on December 20, 2006. On the
right is the measured ionogram demonstrating spread F conditions.

In this case, the RO technique significantly underestimates the peak density by -2 MHz or
30% in terms of plasma frequency, or ~'60% in terms of Ne. Clearly, in this situation, the RO
profile is not an accurate description of the profile at Ascension Island.

3m- A4

The next example compares the RO measurements made near another equatorial digisonde
station, Kwajalein Island (9.4° N; 167.40 E) on December 21, 2006, at 1220 UT (2320 LT). In
this case, the RO peak density is very close to the digisonde value (only 0.25 MHz lower), but
the RO bottomside profile is completely wrong. The ionogramn shows a local sporadic E layer
with foes = 2.7 MHz, and probably the presence of the Es layer has affected the RO profile
inversion.
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December 21, 2006
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Figure 5. Comparison of the Kwajalein Island profiles obtained from digisonde and
COSMIC RO measurements on December 21, 2006.

The last example is for high latitude observations near two Siberian stations: Zhigansk
(66.8' N; 123.40 E) and Yakutsk (62.00 N; 129.60 E). Figure 6 shows the location of the two
stations and the tangent point footprints for an RO measurement on December 21, 2006. The
distance between the digisonde stations is 610 km. The occultation of December 21, 2006, was
closer to the Yakutsk station (see Figure 6), and the horizontal smear of this occultation was
1417 km. Figure 6 illustrates the geometry of these measurements, and Figure 7 compares the
electron density profiles at the two stations with the RO profile on December 21, 2006, at
0150 UT (0950 LT). The right panel shows the ionograms made at the two stations at this time.
Clearly, the digisonde measured peak electron density is significantly lower at Zhigansk than at
Yakutsk. It is possible that the Zhigansk station was located inside the mid-latitude trough at that
time. The RO profile is more similar to the Yakutsk digisonde profile than the Zhigansk profile.
For this particular measurement, the RO profile footprint essentially extended longitudinally (see
Figure 6), and with the trough located north of Yakutsk, it probably did not seriously affect the
RO inversion. However, in situations with significant latitudinal smear over -1000 kin, the mid-
latitude trough would likely complicate the RO inversion. In the present example, the relatively
thick E layer with foE = 2.2 MHz at -150-km altitude, as indicated by the RO profile, was not
confirmed by the Yakutsk ionogram.
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Figure 6. RO tangent points (blue) near Zhigansk and Yakutsk digisonde stations on
December 21, 2006
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Finally, for all 25 overpass events analyzed (20 and 21 December 2006), the foF2 values
determined from the digisonde ionograms and the corresponding RO measurements were
compared.
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Figure 8. Comparison of foF2 values deduced from simultaneous digisonde and RO
measurements.

Statistically, the RO-measured foF2 values lie reasonably close to those obtained from the
digisonde observations. Out of 25 cases, there are five foF2 measurements with an error over
1 MHz; all other measurements are within this error margin. Larger errors appear to be
associated with larger foF2 values.

2.4 Conclusions and Future Efforts

The results of these comparisons are interesting, and we now plan to continue analyzing data
for other time periods and locations. For the amount of data analyzed, the RO measurements of
the foF2 values on average were close to those measured by collocated digisondes with a typical
difference of less than 1 MHz. There were, however, a few cases in which significantly larger
differences were observed. These more extreme measurements appear to be associated with the
equatorial region. It also should be pointed out that for the December 21-22, 2006, campaign, we
were unable to make a data comparison for the high-latitude region because the predicted
occultations over the digisonde stations in this region did not produce ionospheric profiles. In our
future work, we will select several of the most representative digisonde sites for which more
comprehensive comparison will be made. In the last quarter, we had developed a software code
for extracting and processing files in the raw CDF (common data format) that are stored in the
COSMIC database. This will significantly speed up data analysis since we will not have to
manually select the files from the database relying on calculated satellite positions as in the past.
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With this tool, it will be possible to accumulate enough data for the comparison in equatorial,
middle, and high latitude regions. Our ultimate objective is to construct a statistical picture of the
validity of the RO technique and to establish its advantages and limitations.

3. ARTIST UNCERTAINTY SPECIFICATION

3.1 Introduction

The ARTIST ionogram autoscaling software is an intelligent system that UMLCAR
developed for the extraction of ionospheric specification data from digisonde ionograms. There
is a long-standing need to enhance the ARTIST algorithm in order for the assimilative
ionospheric models such as the GAIM [Schunk et al., 2004] to know the uncertainty (i.e., error
bars) associated with the ARTIST-derived true height N(h)-profiles. Previous efforts at
UMLCAR were directed towards the development of a sensible technique for automatic
calculations of the profile uncertainty boundaries. In the current project, the developed
methodology is being implemented in the operating digisonde software. We also concentrated on
development of novel pre-assimilation solutions that would help rule out ARTIST results that are
deemed to be of low quality.

3.2 Approach

To determine the uncertainty of the N(h) profiles, we constructed "boundary" profiles giving
the inner and outer limits for each N(h) point calculated by the NHPC inversion algorithm
[Reinisch and Huang, 2001]. Figure 9 illustrates this approach.

300-
ARTIST output profile

AfsF1. fr f 2

200 Inner boundary "'-

fs ., *n)fF2'N:: uter boundary
1 0 0 * be,%- -- - ,

hsE

05-i010 1-'1011 2-1011 5-1011

Electron Density, m-3

Figure 9. Point-by-point uncertainty of the ARTIST electron density profile is obtained by
calculating inner and outer boundaries enclosing the profide. Both boundaries rest on five
anchor points whose uncertainties are known from statistical analysis of manually
evaluated differences between automatically and manually scaled values.
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The inner and outer boundary profiles are determined using a set of anchor points whose
uncertainties are known from statistical analysis of prior data. Figure 9 shows the profile anchor
points hsE (starting height of E layer), foE (plasma frequency at the E layer peak), fsF 1 (plasma
frequency at the start of the Fl layer), foFI (plasma frequency at the Fl layer peak), and foF2
(plasma frequency at the F2 layer peak).

The anchor point uncertainties vary with time, location, state of the ionosphere, and
operational state and configuration of the sounder. It is, however, possible to capture the essence
of measurement uncertainties through statistical analysis. Therefore, we have been concentrating
our efforts on the statistical representation of ARTIST errors by comparing ARTIST results to
manually interpreted "ground truth" data.

3.3 Statistical Analysis of ARTIST Performance Against Manual Data

3.3.1 General Approach

We expected that, statistically, ARTIST uncertainty would be different for different
digisonde locations, geophysical conditions (such as severity of ionospheric disturbance), solar
cycle, as well as with time of day and season. Thus, we envision a table of typical uncertainties
for each digisonde that ARTIST software would use to find the appropriate values, depending on
certain classification criteria, and then apply them to describe the derived N(h)-profiles. The
lookup criteria have to be determined automatically by the ARTIST itself. Obvious candidates
that were considered for classification of the ARTIST results into different uncertainty groups
were the ARTIST version, digisonde location and model, hour of day, season, and severity of
spread F. Of all these criteria, the spread F severity level is determined using an intelligent
processing algorithm, while other classification criteria such as time of day and season are stated
as measurement attributes.

3.3.2 Spread F Detection Algorithms

Figure 10 shows an ionogram recorded at Jicamarca on November 22, 1998 05:OOUT during
severe spread F conditions (left); the right panel of 10 shows the "edge element" (edgel) pattern
calculated using the assumption that every positive amplitude gradient in the mixture of
overlapping echoes is a true leading edge of an echo.
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Figure 10. A digisonde ionogram recorded during severe spread F conditions in Jicamarca,
Peru (left). If multiple echoes are resolved and presented as individual edgels (right), the
trace extraction algorithm is overwhelmed with numerous possibilities of grouping edgels
to traces.

In the ARTIST-5 software, the severity of spread F is evaluated as part of an ionogram pre-
analysis by simply counting the number of edgels per frequency in the F region (see Figure 10).
We use an M-criterion, where M is a median of {Mi} and Mi is number of edgels found on
frequency i, Mi > 0. Table 1 provides ranges of the M-criterion used in ARTIST-5 to identify
four categories of the spread F conditions. ARTIST 4 and 4.5 do not have the M-criterion, but
they autoscale two standard spread F characteristics, FF (frequency spread) and QF (range
spread). Ranges of FF and QF for the same four categories are also given in Table 1.

Table 1. M-Criterion Values for Four Categories of the Spread F Condition
Quiet Moderate Severe Very Severe

ARTIST-5: < 4 Between 4 and Between 7 and > I11
M-criterion 6 11
ARTIST- FF < 0.1 MHz FF < 0.6 MHz FF < 2.0 MHz FF > 2.0 MHz
4,4.5,5: FF and QF < 5 km QF < 20 Ian QF < 70 kin QF > 70 km
QF values

3.3.3 ARTIST Confidence Level of Autoscaling and Uncertainty

We are still not sure whether the ARTIST's Confidence Level of Autoscaling (CLA), an
intelligent merit check of the ARTIST processing results, can be used to alter typical uncertainty
bounds before they are applied to the output data. Our initial impression is that the CLA utility to
spot obvious autoscaling blunders is well established, and that this capability should be used to
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rule out those autoscaled records completely instead of letting them enter the assimilation
process even using a high uncertainty. The ability of CLA to reliably reflect minor mistakes of
the autoscaling analysis is yet to be established.

3.3.4 Calculating Uncertainty Bounds

Two major methods to deduce ARTIST uncertainties were used in the course of our study. A
quick estimate of the overall uncertainty can be obtained using a cumulative difference plot, as
shown in Figure 11.

Absolute difference between ARTIST and manual foF2
Grahamstown, RSA, 2337 ionograms in 230-2006

100 -

smuler Is easier 8
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Figure 11. Cumulative difference function of the absolute lautoscaled-manuall differences
for a rapid evaluation of ARTIST uncertainty. ARTIST-5 reports of foF2 for
Grahamstown have 0.15-MHz uncertainty at 95% level.

The cumulative difference plots show the percent of ionograms with absolute errors less or
equal to the abscissa value; they approximate the cumulative probability distribution function.
The uncertainty is determined at a particular percentile; the example given in Figure 11 shows
that 95% of all ionograms havefoF2 errors of 0.15 MHz or less.

A more informative uncertainty estimate uses frequency histograms that treat positive and
negative errors separately, as in Figure 12.
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Figure 12. Uncertainty bounds for foF2 derived from the frequency histogram of
(ARTIST-manual) differences for Boulder Digisonde 256 ionograms. For 12,612 ionograms
scaled with confidence (87% of total 14,501 ionograms), the uncertainty bounds at 5%
percentile are -0.25 and +0.35 MHz.

The uncertainty bounds were derived from the frequency histograms of (ARTIST-manual)
differences at intersections of the histogram plot with the line that divides all ditribution to 95%
and 5% of the total ionogram count (5% percentile uncertainty). In the Figure 12 example, the
uncertainty bounds are derived as -0.25 and +0.35 MHz.

3.3.5 Boulder Digisonde Dataset

We began analysis of the N(h)-profile anchor point uncertainties with the dataset from the
Boulder digisonde for which we have accumulated almost two years of manually interpreted
ionograms. Figure 13 presents manually scaled foF2 values for the Boulder site during 2004-
2006. Anchor point uncertainties were evaluated from this massive amount of data. The
confidence level reflects the complexity of the ionogram (ionospheric tilt, blanketing Es,
absorption, etc.) as well as the ionogram's quality.
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20. Boulder data availability
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As a first step in our analysis, the Boulder ionogramn measurements were divided into two
groups: one for the winter period and one for the summer period. Then, within each period, the
uncertainties for nighttime and daytime ionograms were calculated. We then deduced the
ARTIST uncertainty using the cumulative difference characteristic representing the difference
between the ARTIST and manually scaled foF2 parameter for the same ionogram. Figure 14
shows the results of the uncertainties calculation for 46,226 Boulder digisonde ionograms scaled
by ARTIST 4.5. Plots show foF2 cumulative differences calculated for nighttime and daytime
ionograms for each period. The initial results show that ARTIST foF2 uncertainty (determined
at 90% cumulative difference level) is equal to 0.31 MHz during the wintertime measurements
with insignificant difference between nighttime and daytime measurements, and 0.17 MHz for
summertime measurements, again with a small difference between nighttime and daytime
ionograms.

3.3.6 Classification by Spread F Severity Level and CLA

* A comparison study is underway to confirm the feasibility of detecting the level of spread F
in ionograms by ARTIST-5 in order to apply different sets of uncertainty bounds to reported
data. Figure 15 presents an example of such a statistical study on manually scaled Gakona, AK,
DPS-4 digisonde data. It is clear from the figure that, indeed, automatically calculated level of
spread F for each ionogram can be efficiently used as the criterion for associating typical
uncertainty bounds on the ionogram-derived data. In this example, comparing ARTIST 5.0.2-b7
scaled foF2 values to manually interpreted values, the 95% uncertainty bound (i.e., the foF2
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autoscaling error value that only 5% of all processed data exceed) is 0.33 MHz for quiet
conditions, 0.39 MHz for moderate spread conditions, and 0.6 MHz for severe spread conditions.

Boulder Winter Boulder Summer

foF2 (night) - foF2 (night)
90- foF2 (day) 9 o foF2 (day) 1

80 80
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Figure 14. ARTIST 4.5 uncertainty calculated for the winter and summer time for Boulder
digisonde. Plots show foF2 cumulative differences calculated for nighttime (black) and
daytime (red) ionograms for each period.
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Gakona DPS-4, 2002-2006. Total: 5474, foF2 detected In 4569, confident data In 2348 (51%)
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(28%)
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Figure 15. Uncertainty of foF2 autoscaled value for Gakona, AK, digisonde as a function of
automatically detected level of spread F conditions. Comparison of ARTIST 5.0.2-b7
results for 5474 manually scaled ionograms during the 2002-2006 period.
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Thus, instead of applying universally 0.39-MHz uncertainty of foF2 on all ionograms,
differentiation by severity of ionospheric conditions allows a more correct report of 0.33 MHz
uncertainty of foF2 for ionograms collected during quiet conditions, and 0.6 MHz uncertainty on
ionograms obtained during severe spread F.

If ionograms with low confidence are removed from the analysis, the uncertainty bounds
become smaller. While - 92% of all ionograms are scaled by ARTIST-5 confidently (CLA >
50%) at Grahamstown, interpretation at the high latitude station at Gakona, Alaska, is confident
only on half of all ionograms, with only 28% of the ionograms processed confidently during
severe spread F conditions.

3.3.7 Uncertainty Associated with Different Versions of ARTIST

Figure 16 presents comparison of the ionogram processing results obtained with ARTIST4.5
and ARTIST5.0 versions of the program.
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Figure 16. Cumulative difference characteristics for Boulder 2004 ionograms. This figure
compares the results obtained with ARTIST5.0 left) and ARTIST4.5 (right). Numerical
values for foF2, foF1, and foE scaling uncertainties (calculated at 95% level) are listed as
well.

The Boulder ionograms for the year 2004 were used as input data for this comparison. As
before, the accuracy was determined as 95% uncertainty, e.g., AfoF2 = 0.3 MHz means that for
95% of the automatically processed ionograms, foF2 values calculated by ARTIST differ from
the manually interpreted ones by less that 0.3 MHz. In the calculation of these characteristics no
spread F condition detector was applied since ARTIST4.5 does not have that capability. Clearly,
the latest ARTIST5.0 version provides noticeable improvement in the scaling accuracy for all
three ionogram parameters. It is also worth noting that for Boulder the accuracy of foE scaling

17



was significantly lower that that for foFI and foF2. This can be attributed to a higher background
noise level in the lower frequency range (< 3 MHz) characteristic for that station.

3.3.8 Station-Specific Uncertainty

While we concluded that there is little uncertainty difference between day and night time
ionograms, evaluations for different digisonde locations show quite remarkable station-specific
differences in the ARTIST processing outcome. We performed statistical evaluation of the
automatic scaling over a large amount of data collected in 2003-2004 at the following digisonde
stations: Boulder, Ebro, Athens, Jicamarca, and Grahamstown. For all stations, except Boulder,
the 4.5 version of the ARTIST software was used, because it is the version currently installed on
those sounders. Results of the analysis are presented in Table 2 that the Boulder and Ebro
stations operate the older sounder, the DGS256. These two stations also offer significantly larger
amounts of manually scaled data available for the purpose of such comparison (see columns
titled "Cases").

Table 2. ARTIST U ertainty for Various Diisonde Locations
Digisonde AfoF2, Cases AfoFl, Cases AfoE, Cases

MHz MHz MHz

Boulder, A4.5 DGS 256 0.30 28,609 0.35 5,499 0.55 9,999
Boulder, A5.0 DGS 256 0.27 10,798 0.29 2,029 0.48 4,103
Ebro, A4.5 DGS 256 0.75 30,746 0.35 5,587 0.35 11,580
Athens, A4.5 DPS-4 0.40 6,451 0.25 455 0.25 1,124
Jicamarca, A4.5 DPS-4 0.50 6,003 0.50 948 0.35 1,999
Grahamstown, A4.5 DPS-4 0.30 2,022 0.20 348 0.20 544

The numbers in the table suggest that for the stations analyzed, the typical accuracy of foF2
and foFI scaling is of the order of 0.2-0.5 MHz with the exception of the Ebro station. This is a
very impressive result demonstrating the power of the ARTIST algorithm. For the Ebro station,
for which AfoFl is equal to 0.35 MHz and AfoF2 is equal to 0.75 MHz, the problem is the
presence of a known interferer in the frequency band 6-7 MHz which often blankets a significant
portion of the ionogram F2 trace near its cusp making automatic scaling extremely difficult.
Therefore, the observed degraded ARTIST performance was not surprising. Note that the
interferer's presence does not affect ARTIST scaling of the F1 trace which is found at a lower
frequency range. The Jicamarca DPS station presents another significant challenge for an
automatic processing because of the irregular nature of the equatorial ionosphere. The resulting
uncertainty of 0.5 MHz reflects the complicated ionogram pattern found there. In the next step
we will investigate the effect of applying the spread F condition detector algorithm to the
Jicamarca ionogram processing. The accuracy of foE scaling is between 0.2 MHz and 0.5 MHz,
which is a large error given the significantly smaller absolute value of foE. We are currently
exploring several ways for improving ARTIST's performance in the E region.
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Our main results of the ARTIST accuracy analysis accumulated thus far can be summarized
as follows:

* Statistically, ARTIST does an excellent job (see Table 2).
e There is no pronounced seasonal dependence of ARTIST precision.
0 Station-to-station variability of the ARTIST accuracy is significant because of the

differences in the noise (interference) environment at the stations and levels of
complexity of the ionogram trace signatures.

3.4 Reporting Uncertainties in SAO Format

A major effort is underway to report uncertainty bounds in the output files of the ARTIST5
autoscaler. We have been successfully using new SAOXML 5.0 format for the ionograrn-derived
data [http://umlcar.uml.edu/SAOXMLi] for over two years. So far, SAOXML 5.0 is used to
report the same amount of data as in previous version of SAO 4.3. The UMLCAR software is
being modified to read and write uncertainty information in SAOXML 5.0.

Conceptually, only the ARTIST software currently has the capability to add uncertainty
bounds to the results of its ionogram analysis. Modifications to SAO Explorer, DigisondeLib
library, and the ionogram visualization routines were therefore limited to reading/writing,
internal organization, and proper display of the uncertainty data. The ARTIST5 software has
algorithms for calculating all necessary boundaries from the typical uncertainty bounds for the
anchor points of the profile. As soon as ARTIST5 software is modified to access typical
uncertainty bounds individually for each sounder location and level of ionospheric disturbance,
the pipeline of automated uncertainty reports for the digisonde data will be complete.

3.4.1 Uncertainty Bounds for N(h) Profiles

Two styles of presenting uncertainty bounds for the Ne electron density profile were
identified. First, each tabulated profile point can be associated with the appropriate lower and
upper bounds of the reported electron density obtained from the internal and external boundaries
of the profile. Second, both inner and outer boundaries can be stored analytically in terms of the
shifted Chebyshev coefficients representing the boundary. While we are trying to establish
contact with the GAIM experts at Utah State University to identify the preferred style of
reporting the boundaries, both techniques are implemented in the SAOXML 5.0, at the expense
of certain increase in the output file size. The overhead of dual reporting of the uncertainty
bounds for No profile is considered at this time insignificant, considering the overall miniscule
amount of the ionogram-derived data per ionogram measurement, by contemporary data archival
criteria.

3.4.2 Software Modifications

Modifications to the SAO Explorer, DigisondeLib, and visualization libraries to support data
uncertainties are completed and tested. Slight modifications to the standard DTD schema of
SAOXML 5.0 were necessary to allow storage of the uncertainty bounds in the form of profile
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coefficients. Figure 17 shows the SAO Explorer lonogram panel displaying the profile

uncertainty boundaries calcualted for the Boulder ionogram taken on October 6, 2005, 19:45 UT.

3.5 Future Efforts

While the SAOXML 5.0 format has been confirmed and tested as the vehicle for delivering
the ARTIST incertainty information to the GAIM, it remains to be reviewed and accepted by the
GAIM community. The review process may result in software modifications.
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Figure 17. Calculated Profde Uncertainty Boundaries Shown in the SAO Explorer.

The feasibility of using a spread F severity detector to adaptively select uncertainty bounds
for the reported ARTIST characteristics has been proven. Additionally, ARTIST5 needs to be
modified so as to use an external configuration file to obtain typical uncertainties for a particular
location and apply them to the output data.

The task of determining uncertanties via statistical analysis of the autoscaled versus manually
scaled ionograms remains a labor-intensive undertaking. Our work on ARTIST analysis will
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continue into the next year on this project. We will concentrate on developing more sophisticated
confidence level detectors that will make it possible to categorize the ionograms based on their
difficulties of scaling. This, in turn, will allow deducing the associated measurement accuracy for
the most representative types of ionograms.

4. DIGISONDE GROUND-TRUTH DATA FOR THE NWRA TOMOGRAPHY
VALIDATION PRO\JECT

UMLCAR continued to supply ground-truth manually verified foF2 and hmF2 values to
support North West Research Associates, Inc. (NWRA) efforts to validate their TEC-based
tomography calculations from GPS receiver data. The manual foF2 and hmF2 values are derived
from the digisonde ionograms acquired at the Gakona and College sites during 2001-2006.

Table 3 describes the current state of the dataset acquisition and processing. The total
number of manually scaled ionograms for this project is 15,613.

Table 3. Current State of Digisonde Data Acquisition and Processing forNWRA GPS
Tomography Project

Year DO1IYear 2002
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" Dgisonde data acquired in DIBase Total ionograms scaled by 1 September 2007: 15613
" Edited data reported to NWRA

5. PRECISION GROUP HEIGHT MEASUREMENTS OF E LAYER VIRTUAL
HEIGHTS

5.1 Introduction

In the frame of the present project, we started work on the development and implementation
of a routine phase measuring technique for improved virtual height measurements. Since the
development of the first ionospheric sounders, there have been constant efforts aimed at
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